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Abstract
As social media platforms have become central to information dissemination, influence op-

erations, and narrative shaping, understanding their role within the broader information envi-
ronment is increasingly vital. The BEND framework offers a structure for analyzing online
influence by identifying social-cyber maneuvers. While prior research has primarily relied on
matching messages to maneuver types, such methods focus on detecting attempted maneuvers
without assessing their effectiveness.

This thesis operationalizes the BEND framework for social cybersecurity, with a specific
emphasis on its integration into U.S. military doctrine and training. First, I align BEND with
existing doctrinal processes and identify the critical need for complex, realistic, and scalable
training environments.

To meet this need, I introduce the AI-Enabled Scenario Orchestration and Planning (AESOP)
tool, which enables planners to create training scenarios that include events, actors, social media
accounts, and narratives. AESOP also generates associated news articles, media content, and
URLs, each configurable by credibility and stance.

I then present SynTel and SynX—agent-based simulation tools developed for this research—that
consume AESOP-generated scenarios and, with support from large language models, produce re-
alistic and interactive synthetic social media data. These simulations replicate influence ecosys-
tems at scale.

Finally, I propose and validate a novel effects-based approach to BEND maneuver detection,
linking maneuvers to broader campaign impacts. This technique is applied to real-world datasets
from four key events: Balikatan 2022, the 2020 Nice terrorist attack, COVID-19 vaccine dis-
course, and the 2022 Ukraine-Russia conflict.

Together, these contributions enhance our capacity to detect, evaluate, and train against influ-
ence operations — making BEND a practical tool for analysis in the information environment.

ii



Contents

1 Introduction 1
1.1 Overarching Thesis Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Overview of Chapters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Data and Tools 3
2.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2.1 Existing tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.2 Tools developed for this thesis . . . . . . . . . . . . . . . . . . . . . . . 5

3 Background and Related Work 6
3.1 Social Cyber Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

4 US Military Doctrine 9
4.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.2 Doctrinal Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.3 A Training Requirement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

5 AI-Enabled Scenario Orchestration and Planning (AESOP) 14
5.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
5.2 A Training Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.3 AI-Enabled Scenario Orchestration and Planning (AESOP) Tool . . . . . . . . . 18
5.4 AESOP Outputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

6 Synthetic Social Media Creation 38
6.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.2 Synthetic Generation Approaches . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.3 SynX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.4 SynTel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.6 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.8 Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

iii



7 BEND: Effects-based detection 60
7.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
7.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.4 Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

8 Conclusion 71
8.1 Theoretical Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.2 Methodological Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

8.2.1 Effects-Based Detection of BEND Maneuvers . . . . . . . . . . . . . . . 72
8.2.2 SynTel and SynX: Agent-Based Social Media Generators . . . . . . . . . 72
8.2.3 AESOP: AI-Enabled Scenario Orchestration and Planning . . . . . . . . 72

8.3 Application Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
8.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Bibliography 75

A US Military BEND Products 81

B AESOP Products 82

C Data Standard 83

D SynX Paper 84

E BEND Effects Paper 85

iv



Chapter 1

Introduction

1.1 Overarching Thesis Goals
Social media platforms have an immense impact on information dissemination, influence oper-
ations, and narrative shaping. This provides an avenue for interested actors to influence public
opinion, manipulate people, and even conduct war by other means.[11] Despite the growing im-
portance of these dynamics, existing analytical frameworks and doctrinal tools — particularly
within the U.S. military — have struggled to adapt. While other domains of military planning
apply rigorous models and systematic assessments, social media often remains under-analyzed,
poorly integrated, or misunderstood in operational planning and in training

This thesis seeks to bridge the disconnect between emerging influence analysis frameworks
and traditional U.S. military operations by synthesizing current doctrine with BEND - a social-
cybersecurity framework - and providing practical tools for integrating social media into existing
training exercises:

• AESOP (AI-Enabled Scenario Orchestration and Planning), a standalone Python-based
application, empowers planners to construct, edit, and generate social-cyber scenarios
grounded in real-world dynamics using configurable LLMs and structured inputs.

• SynTel and SynX, agent-based generators for Telegram and Twitter/X respectively, com-
bine traditional simulation logic with LLM-driven message creation to produce realistic,
platform-specific datasets.

These tools lower the barrier to high-quality scenario generation and provide a replicable
method for developing training-ready content tailored to a variety of domains, including military,
emergency response, public health, and law enforcement.

Additionally, this thesis seeks to enhance our ability to detect influence maneuvers — specif-
ically those captured by the BEND framework. While BEND maneuvers are, by definition,
effects-based, prior detection approaches have focused primarily on inferring the intent of the
actor behind the message. This thesis reconceptualizes the detection problem by shifting the
analytical emphasis to the observable effects of a maneuver within networks and narratives.

By developing a new effects-based detection methodology and integrating it with prior cue-
based methods (e.g., CUE+), this research hopes to offer a more comprehensive, empirically
grounded means of identifying influence activity in real-world social media datasets.

1



1.2 Overview of Chapters
This thesis is remarkably linear, with a single ”Golden Thread” running through it - creating
an environment for training BEND. Chapter 3 introduces the major concepts of social cyber
security - including the BEND framework and the current status quo. These provide the basis
for envisioning what such an environment might - or must - look like. Chapter 4 builds on this
by providing an emerging practical application of BEND within the US Department of Defense
(DoD). The conclusions from this chapter, namely that BEND training is required and demands
realistic and complex social media datasets, provide the demand signal for a BEND training
environment. In Chapter 5, I introduce the AI enabled Scenario Orchestration and Planning
(AESOP) tool for the creation of social media exercise scenarios - the first major component
of the BEND training environment. In Chapter 6 I introduce the second major component -
LLM-connected agent-based synthetic data generators SynX and SynTel which take AESOP
scenarios and output corresponding datasets. Finally, in Chapter 7, I propose and demonstrate
an effects-based method for detecting BEND maneuvers that goes beyond the current intent-
inference approach that relies on language cues. This enables the training audience to interact
effectively with the training environment - identifying not just intended BEND maneuvers but
also providing the ability to evaluate their effectiveness.
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Chapter 2

Data and Tools

2.1 Data
Previous research has examined several large-scale datasets for BEND maneuvers using existing
techniques.[14] [13] I will apply BEND maneuver detection again, both through the current
methodology[13] and the extended effects-based BEND maneuver detection discussed later in
this thesis.

Table 2.1: Corpus Summary Statistics

Corpus Topic Time Period # Messages # Agents
Balikatan 2022 ˜2022-04-07 thru 2022-04-14 2,372 1,308
Nice, France Terrorist Attack 2020 ˜2020-10-16 thru 2020-11-09 612,257 221,200
COVID-19 Vaccines (During Rollout) ˜2020-12-07 thru 2020-12-14 1,648,309 848,490
Ukraine-Russia Conflict ˜2021-11-01 thru 2022-11-06 4,529,740 1,674,753

Balikatan 2022 Balikatan is an annual bilateral military exercise between the United States and
the Philippines. This data was collected from April 7 to 14 April, 2022, based on the keyword
”Balikatan”.

French Attack in Nice 2020 An Islamic extremist attacked and fatally wounded three individ-
uals inside a Roman Catholic church in Nice, France, on October 29, 2020. A research team from
Singapore gathered two weeks’ worth of Twitter data spanning from October 28 to November 4,
2020, covering the event.

COVID-19 Vaccine This dataset is comprised of tweets discussing COVID-19 and the Pfizer
vaccine. Theses tweets were collected using pandemic-related keywords and further refined to
focus on vaccine discourse. They were collected from three distinct timeframes surrounding
the introduction of the Pfizer/BioNTech vaccine: December 1-7, 2020 (preceding the rollout),
December 8-10, 2020 (coinciding with the vaccine’s deployment in the US and UK), and January
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25-31, 2021 (six weeks post-rollout). These are augmented by additional segments collated by
Janice Blaine[13], specifically addressing conspiracy theories and vaccine-related discussions.
In total, this dataset captures a year-long narrative of the pandemic’s impact.

Ukraine-Russia 2022 This dataset consists of Twitter data sourced sourced from November
2021 through November 2022. It encompasses a wide array of key terms in Russian, Ukrainian,
and English, focusing on political figures, geographical locations, and other pertinent topics
related to the conflict.

2.2 Tools

2.2.1 Existing tools

ORA-PRO

Formerly, the Organization Risk Analyzer (ORA) - Professional version, now known simply as
ORA-PRO. ORA-PRO is a dynamic network analysis and visualization tool. ORA-PRO can im-
port Twitter, Telegram, and Reddit data for detailed analysis.[21]. This thesis takes advantage of
the built-in stance detection, Leiden grouping, and social metrics as well as the BEND maneuver
detection through CUES.

NetMapper

NetMapper processes text to identify concepts and their network relationships. It uses dictionar-
ies and custom parameters to enrich text before extracting concepts, which it then links together
to create either semantic or conventional meta-networks.[21] This thesis relies on NetMapper for
extracting CUES from social media corpora before importing the CUES into ORA-PRO.

OpenAI Models and API

This thesis required large amounts of LLM interaction and the OpenAI API was user friendly and
easy to integrate with Python.[7] I used a GPT4o mini model (gpt-4o-mini) for text and DALL-E
model (dall-e-2) for images.

Local Large Language Model

Unfortunately, OpenAI models refused to respond properly to some requests for negative BEND
maneuvers or to some negative topics due to guardrails. In those cases, I ran a large language
model locally. For this thesis, I used mixtral-8x7b based on its effective responses, lack of
guardrails, and small size.[6]
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2.2.2 Tools developed for this thesis
AI-Enabled Scenario and Orchestration Planning (AESOP) Tool

AESOP allows Information Environment planners to develop social-cyber exercise scenarios
from scratch or develop social-cyber vignettes for integration with existing scenarios. It is a
standalone GUI coded in Python with PySide6 that leverages external LLMs.[60] AESOP was
coded specifically to support the research in this thesis. A detailed description of AESOP can be
found later in this thesis.

SynTel and SynX

SynTel and SynX are agent-based simulators, programmed in Python, that interact with LLMs to
produce Telegram and X data, respectively. They were coded specifically to support the research
in this thesis. A comprehensive breakdown of how SynTel/X are constructed and operate can be
found later in this thesis.
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Chapter 3

Background and Related Work

3.1 Social Cyber Security

Looking at cyberspace through the lens of warfare is not new. Interactions between adversaries
within cyberspace have often been referred to in military terms of attack and defense [25]. Cy-
berspace simulations have been used to model these conflicts, often closely emulating current
physical military doctrine [33]. However, these simulations focus primarily on the cyber-terrain
itself - accurately deducing that terrain has a large impact on the outcome of conflict [33]. How-
ever, just as the physical domain of warfare stretches into the digital space, so too does the
information environment. This is social cyber security [20] [19]. Social cyber security welds the
methodologies of the social sciences with the need to identify, assess, and counter the impact of
information maneuvers.[19]

This field is often claimed/mishandled by multiple interested parties. In the US Department
of Defense (DoD), there is not only Joint (all-service) doctrine[43] addressing it but there is also
Service doctrine[28] and within services there is Branch doctrine[30] - all sticking a finger into
the mess that is the social cyber security component of the much broader Information Operations.

Although recently identified as an academic field and still nascent within the Department
of Defense, the need for a framework to scaffold understanding of these issues is not new and
has led to the rise of various contenders. These include Ben Nimmo’s 4 D’s - dismiss, distort,
distract, and dismay - focusing on Russian propaganda techniques.[52] Also, the ABC frame-
work developed by Camille Francois[35], which looks at the Actors, Behaviors, and Content of
a disinformation campaign and its successors ABCD[9] and ABCDE.[56] Finally, the SCOTCH
framework - focusing on Sources, Channels, Objectives, Targets, Composition, and Hooks - was
brought forward by Blazek in 2021.[15]

Amid this crowded field lies the BEND framework. BEND provides a framework for dis-
cussing social-cyber interactions using narrative and network structures, but borrows the idea of
informational maneuver from maneuver warfare [12]. BEND is shorthand for the social-cyber
maneuvers: back, build, bridge, boost, engage, explain, excite, enhance, negate, neutralize, nar-
row, neglect, dismiss, distort, dismay, and distract. These maneuvers and their definitions are
taken from Beskow and Carley’s 2019 work Social cybersecurity: an emerging national security
requirement [12] as refined and validated by Blane et al. in 2022 [14] and later in Blane’s thesis
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work.[13] BEND arguably stands out from other frameworks for several reasons.
First, BEND is detailed enough to provide leaders with a lexicon capable of expressing their

specific desires. Second, it focuses on communicating a general understanding of the intent and
effects of the information maneuver without becoming a low-level enumeration of the tactics,
techniques, and procedures used in the execution of those maneuvers. Both of these distinctions
are more than just attempts at carving out a niche for BEND - there exists a broad requirement for
discussions of the intent and effects of maneuver without getting bogged down in the execution -
and it persists across domains. Here, BEND lives in stark contrast with SCOTCH, a more detailed
framework that provides a much richer execution scope for maneuver at the cost of brevity.
SCOTCH requires a full operations order, while BEND is focused more on evoking just the
broader tactical task. ABCDE is similar in its lack of brevity - requiring five paragraphs for full
enumeration - but does manage to keep all of it at the non-execution (operational) level. Third,
BEND is not limited to disinformation or to just the narrative side of information maneuver - in
contrast with Nimmo’s 4Ds. BEND fully categorizes maneuvers through narrative and network
space and positive and negative impact.[13]

Lastly, the maneuver portions of BEND can - and should - be used to enrich any social-
cybersecurity framework. It is already present in Nimmo’s 4Ds but is necessary as an extension
to cover positive and network maneuvers. It fits well within the Effects (E) of the ABCDE
framework - giving concise scaffolding to an otherwise bulky framework - and it provides a
shorthand for grouping identified SCOTCH enumerated campaign events - without needing to
specify the execution pathway of each. Because BEND is not just focused on being an identify-
ing framework, but also on short-handing important motifs within social-cybersecurity it offers
utility everywhere.

BEND is not just the expression of maneuvers, nor is it just the categorical formatting for
them, it is also a methodology for extracting maneuver intent and effects from the information
environment. Currently, the CUE+ method as outlined by Blane [13] is the cutting edge in BEND
maneuver detection. This method has seen several iterative improvements - first in Uyheng et
al. in 2020[61], then by Blane et al. in 2022[14], then Alieva, et al. in 2022[10], before Blane
adopted the the current method in her thesis work.

In this method, linguistic cues are extracted from message text using NetMapper software.[21]
These NetMapper cues are a proprietary blend of concepts that represent a message’s sentiment
and the author’s emotional state.[19] These particular cues - now referred to as CUES - are then
loaded into ORA-PRO[21] - a network visualization and analysis tool - where they are mapped
to the original message. ORA-PRO is able to use these CUES, along with supplemental net-
work information about the message sender, to provide a report that identifies BEND maneuvers
associated with messages and actors - i.e. who is trying to do what to whom.

This is necessary to identify BEND maneuvers within messages. However, the BEND ma-
neuvers themselves, even in the extended definitions provided by Blane, are not intent-based -
who is trying to do something - but impact-based - what actually happens. Indeed, the BEND
maneuver descriptions and illustrative impacts provided by Blane are diagrams or illustrations of
the effects the BEND maneuver will have. For instance, the diagram for the Boost maneuver is
shown in Fig. 3.1

There is no mention of the content required within the message that caused the boost - the
implication is that the message is defined by the impact it had. Blane goes on to derive message
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Figure 3.1: Excerpt from Blane’s thesis work ”Social-Cyber Maneuvers for Analyzing Online
Influence Operations”.[13]

content requirements based upon CUES. Again, this is necessary to identify which messages
are attempting to conduct which maneuvers. However, assessing the effects of the messages -
detecting BEND not within the messages but in the effects these messages had on their targets
- is missing. This represents a fundamental disconnect between the state of the art in BEND
detection (CUE+ based) and the actual intended use of BEND. The crux of this thesis aims at
bridging this disconnect.
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Chapter 4

US Military Doctrine

4.1 Research Questions
As the Department of Defense continues to evolve its approach to operations within the In-
formation Environment (IE), it faces significant challenges in conceptualizing, organizing, and
executing influence efforts—especially on social media. The BEND framework offers a struc-
tured, effects-based lens through which influence and manipulation can be analyzed and opera-
tionalized. However, for BEND to serve as a useful tool in defense planning and operations, it
must align with existing doctrine and be expressed in language and formats familiar to military
decision-makers.

This chapter examines how the BEND framework can be nested within current U.S. mili-
tary doctrine and proposes doctrinally consistent products that apply BEND to support decision-
making and planning processes. The aim is not only to demonstrate BEND’s conceptual fit, but
to create doctrinally relevant outputs—such as overlays, situation templates, running estimates,
and targeting inputs—that enhance the military’s ability to visualize and respond to the social
media dimension of the IE.

The key research questions for this chapter are:

• How does the BEND framework fit into current military doctrine?
• How can BEND enhance current information environment analysis?

To answer these questions, the chapter synthesizes numerous doctrinal sources, including
Joint Publications, service-specific field manuals, and defense instructions, while highlighting
existing gaps in how social media is conceptualized and managed. It also draws from practical
applications in training environments, particularly the Project OMEN series, to show how BEND
can inform both planning and execution through standardized outputs.

Ultimately, this chapter demonstrates that BEND can serve as a doctrinal bridge—linking
narrative analysis, social media maneuver detection, and operational planning in a coherent,
scalable way. It concludes by identifying a key area of opportunity within the DOTMLPF frame-
work: the urgent need for realistic, doctrinally informed training to prepare military personnel to
operate effectively within the social-cyber domain.
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4.2 Doctrinal Synthesis

Current military doctrine on the social media aspect of the Information Environment (IE) is scat-
tered between dozens of manuals and instructions and is encumbered by issues of both authority
and ability. Current doctrinal examples that address the IE include:

• JP 3-13 Information Operations[43]
• NWP 3-13 Navy Information Operations[32]
• ADP 3-13 Information[31]
• AFDP 3-13 Information in Air Operation[28]
• CJCSI 3210.01C Joint Information Operations Proponent[22]
• DODI 3600.01 Information Operations[27]
• ADP 5-0 The Operations Process[29]
• MCWP 3-32 Marine Air-Ground Task Force Information Operations[38]
• JP 2-01.3 Joint Intelligence Preparation of the Operational Environment[42]
• ATP 2-01.3 Intelligence Preparation of the Battlefield[30]
• JP 3-60 Joint Targeting[41]
• JP 3-61 Public Affairs[44]

This is neither a comprehensive list of all applicable doctrine nor does it include those manu-
als which retain a either a Secret classification or Controlled but Unclassified Information (CUI)
identifier. Throughout these doctrinal examples the IE is defined as ”The aggregate of individ-
uals, organizations, and systems that collect, process, disseminate, or act on information.”[43]
Unfortunately, because of the importance of the IE it is often discussed as the ”Information Do-
main” - something not explicitly found in US doctrine. In none of these manuals is ”domain” of-
ficially defined[4]; however, JP 1 Doctrine of the Armed Forces of the United States does discuss
the ”the physical domains (air, land, maritime, and space); the information environment (which
includes cyberspace); and political, military, economic, social, information, and infrastructure
(PMESII) systems and subsystems.”[45] The fact that information is both an environment akin
to the physical domains and a separately listed system should speak to its importance. The im-
plication is that there exist separate regions marked by distinct physical characteristics (land, air,
sea, etc.) and a mostly intangible information region. This is borne out in discussions of domains
- they often include the information domain despite its lack of doctrinal pedigree[8].

The doctrine elsewhere includes the information domain as an instrument of national power[45].
These instruments of national power are laid out as a part of the DIME framework which defines
diplomatic, informational, military, and economic instruments - more recently expanded to in-
clude finance, intelligence, and law enforcement (DIME-FIL)[58]. Indeed the integration of the
information ”domain” or environment was the driving force behind the Department of Defense’s
Joint All Domain Command and Control (JADC2) initiative[5]. Whether a domain or an envi-
ronment, information holds relevance equal to any of the physical domains.

As social media becomes increasingly important within the Information Environment[8], the
BEND framework provides a solution for proper analysis and lexicon across warfighting func-
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tions. There are a wide variety of actions and actors within the DoD concerned with information
operations. These include Public Affairs Operations (PAO) - ”provide accurate and timely in-
formation” to the public[44] - Military Information Support Operations (MISO) - ”influence
the attitudes, opinions, and behavior of foreign target audiences”[44] - and Military Deception
(MILDEC) - ”deliberately mislead adversary... decision makers”[44]. All of these benefit from
the common lexicon of tactics and maneuvers provided by BEND.

Unfortunately, US Department of Defense (DoD) actions in the IE are also hampered by
issues of authority and capability. These issues are highlighted most clearly when considering
social media. The authority for the DoD to conduct ”operations” within social media is limited
by a wide array of both law and policy. Limiting factors include the Posse Comitatus Act[3],
the Fourth Amendment[1], the Privacy Act of 1974[2], and numerous DoD directives and reg-
ulations. These factors severely limit the the collection of information on US citizens and the
conduct of narrative campaigns (beyond informational) that target US citizens. This thesis does
not address solutions for these issues and assumes the DoD has already established or will estab-
lish the proper authorities to conduct analysis and response within the social media subsystem of
the information environment.

While these authorities remain a legal question, the capability issue can be addressed. De-
cision makers need mappings of the information environment to know how to analyze it and
respond within it. In other domains, leaders rely upon the Modified Combined Obstacle Over-
lay (MCOO)[42]. The land domain MCOO is perhaps the easiest to conceptualize. Obstacles,
avenues of approach, key terrain, observation and fields of fire, and cover and concealment are
graphically depicted atop a topographic map of the battlefield. This provides decision makers
with a clear understanding of how the pieces of the land battle interact. The MCOO is further
enriched by adding the enemy situation template (ENY SITEMP). The enemy situation template
shows the disposition of known enemy positions overlaid on the MCOO, as well as the enemy’s
most dangerous or most likely course of action based on the enemy’s doctrine. The lifting of this
concept and application of it to the IE is not a new idea and others have posited the creation of a
Combined Information Overlay [26]. This is encouraged by the description of the Consolidated
Systems Overlay in JP 2-01.3 Joint Intelligence Preparation of the Operational Environment [42],
see Fig. 4.1, which is unfortunately never explicitly applied to the information environment.

The Social Media CSO/MCOO BEND is key to combining the methodological rigor of the
Modified Combined Obstacle Overlay with the systems perspective of the Consolidated Systems
Overlay in order to graphically depict the current state of the social media component of the
information environment for decisions makers. The information environment needs a MCOO
for the social media subsystem to feed the social media enemy situation template, the social
media running estimate, the friendly social media situation, aid in course of action development,
and provide meaning to an IE impact assessment.

Project OMEN has been a major force in developing examples of the application of BEND
within the military. Project OMEN is a training scenario designed to educate players on social
media analytics.[47] In work done in support of Project OMEN, I constructed products that match
each of these areas from the BEND reports and outputs available. Beyond this, I will develop
a social media running estimate template for information operations staffers that includes these
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Figure 4.1: MCOO and CSO comparison from JP 2-01.3 Joint Intelligence Preparation of the
Operational Environment

examples and accompanying narratives.
These products synthesize with current US military doctrine. They are aligned with the

Joint Targeting Cycle (JTC)[41], Joint Intelligence Preparation of the Operational Environment
(JIPOE)[42], and the Joint Operation Planning Process (JOPP)[46].

It is important to note that while social media is a critical component of the information
environment, it is still only a subsystem. These products help scaffold the leaders and their
staffs in understanding the role social media plays; however, social media is not a domain or
an environment level consideration. The products outlined here reflect only a subset of those
that would feed larger information environment planning processes and cycles. Samples of these
products can be found in Appendix A.

4.3 A Training Requirement
The DoD uses a framework called DOTMLPF to identify where changes need to be made or
can be made in the development or fielding of new solutions, be they equipment, units, or even
concepts. DOTMLPF is an acronym addressing capability across seven interrelated domains:
Doctrine, Organization, Training, Materiel, Leadership and Education, Personnel, and Facilities.
As a burgeoning concept within the DoD, social-cybersecurity is no different from any other
capability. Thus far, Organization is assumed to be addressed as a nascent entity with the requisite
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Figure 4.2: Information Environment products influence by BEND as a part of this thesis.

Figure 4.3: BEND integration with the Joint Targeting Cycle, JIPOE, JOPP.

authorities for conducting social media maneuve. Doctrine is addressed here, and while there is
not yet clear understanding of particular doctrine, there is direction forward, which is sufficient
for developing capabilities. Materiel, Leadership and Education, Personnel, and Facilities are
well outside the scope of this thesis and require executive decision and legislative action. This
leaves Training. There is an outstanding requirement for complex, realistic training within the
social-cybersecurity landscape.
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Chapter 5

AI-Enabled Scenario Orchestration and
Planning (AESOP)

5.1 Research Questions

Understanding the BEND framework, identifying BEND maneuvers and their effects, and even
conceptually understanding the doctrinal application of BEND fall short of fully operationalizing
BEND. What is required is realistic training on a realistic corpus where a training audience
can apply these concepts. A point of clarification is required here because training - especially
when artificial intelligence and large-language models are included in the discussion - can mean
different things to different people. Training often refers to model training, in which a model
learns a classification task from a training data set.[37] This is not the case here. Here, training
involves the instruction and learning reinforcement of living, breathing humans on BEND and
social media analysis techniques.

Effective training for social-cyber analysts requires realistic, relevant, and dynamic data en-
vironments. However, the practical constraints of using real social media data—including le-
gal, ethical, and operational limitations—often render it insufficient or inappropriate for targeted
training needs. Synthetic data provides a compelling alternative, but its utility depends entirely
on how well it mirrors the complexity and nuance of real-world online behavior, both in content
and in structure.

This chapter introduces the AI-Enabled Scenario Orchestration and Planning (AESOP) tool,
a system developed as part of this thesis to generate training-ready synthetic data grounded in
real-world dynamics. Before diving into AESOP’s design, this chapter begins by categorizing
and evaluating the primary types of data available for social media training. Using criteria such
as relevance, scalability, interactivity, and realism (both network and narrative), we compare real
data, hybrid models, and various synthetic approaches to determine which best support different
training objectives.

From this analysis, it becomes clear that synthetic data informed by real-world patterns—and
built explicitly to support narrative and maneuver analysis—is uniquely suited for BEND train-
ing. AESOP operationalizes this insight by enabling scenario planners to design realistic and
customizable information environments. Planners define actors, groups, events, narratives, and
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supporting media, while AESOP scaffolds this creation process using large language models
(LLMs) to reduce cognitive load and improve immersion. AESOP’s outputs include both syn-
thetic templates, which feed into generators like SynTel and SynX, and exercise-ready documents
for participants and controllers.

By formalizing and standardizing the scenario design process, this chapter bridges the gap
between high-level training objectives and low-level data generation, ensuring that synthetic so-
cial media corpora are not only technically robust but pedagogically effective.

The key research questions for this chapter are:
• How can we develop exercise training scenarios for the BEND framework?
• Can we extract a training scenario from real data without resorting to hand-crafting mes-

sages?
• How can we leverage AI/LLMs to enhance training scenarios and generate multi-modal

BEND maneuvers?

5.2 A Training Approach
The idea of realistic training for social-cyber security is not new. Project OMEN has been
steadily increasing the complexity of training scenarios for the DoD since 2021[47], culminating
in February 2023 with a hybrid of hand-altered real-world Twitter/X data and synthetically gen-
erated Telegram data. This mix of data is a result of increasing demands for relevance, scalability,
and realism in networks and narrative.

Table 5.1: Comparison of Data Types for Modeling Social Media Environments

Relevance Scalability Interactivity Realistic Networks Realistic Narratives
Real Data – + – + +
Hybrid: Hand alteration o – – o o
Hybrid: Automated alteration o o – o o
Current Synthetic + + + – o
Synthetic Derived from Real Data + + + + o

Skipping over the question of scenario design for now, it is conceptually possible to train
individuals on BEND social media analysis on a wide array of social media corpus. However,
data selection should always match training objectives. It is, therefore, helpful to categorize the
options for data that can be used during training and evaluate them across five areas.

The first area is relevance. Relevance is meant to encompass two related concepts - adapt-
ability and applicability. This may seem an odd pairing for a single category, but they are closely
woven together. Data can be applicable - it may include the exact topics and events required for
training - and therefore does not require reconfiguration, or it may be adaptable such that it can
be made applicable for the training. Relevance is here a measure of both as it pertains to the
content of the data, i.e. is the data already topical or can it easily be made topical?

The second area is scalability. It can be difficult to draw an analysis out of too little data,
just as it can be challenging to handle too much data. Ideally, data will be of sufficient size to
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meet particular training objectives - scalability is measure of how easy it is to shift a dataset to
the correct quantity.

The third area is interactivity. Thus far, the corpus is discussed as a monolithic entity for
the training audience. However, feedback is an important part of training - the training audience
requires reinforcement from the training environment when they are making the ”correct” action
and negative feedback when they are making the ”incorrect” actions. Interactivity is a measure
of how easily a data set can be changed such that the training audience can see both the effects
of their own actions within the corpus and evaluate these effects against desired outcomes.

The fourth and fifth areas are closely related and deal with the realism of the data in both
the network and narrative domains. The data should closely reflect real-world social network
constructs and real-world narratives, and both must vary appropriately per platform, per topic,
etc.

With these criteria in hand we can evaluate several approaches to data construction for train-
ing purposes. Major data approaches include the harvesting of real data, the hand alteration of
harvested real data, the automated alteration of harvested real data, the bespoke creation of syn-
thetic data, and using real-world data to scaffold the creation of synthetic data. In general, these
represent gradient lines on a spectrum and are not meant to be comprehensive of all approaches.

In looking at these approaches against the criteria we can evaluate their suitable for training.
Real data is inflexible in its ability to adjust to changing training requirements or objectives. It
is highly unlikely that the exact event required for training happened at exactly the right time
in a real-world scenario that enables collection of a suitable dataset. It is already focused on an
event and/or topic - which may or may not fit within the confines of the training requirement.
It is definitionally non-reactive and will never reflect the actions taken by the training audience.
However, it is is scalable - just collect more - and the gold standard for realism from from
both a network and narrative perspective. Hand altered real data is somewhat reconfigurable
to meet training demands - however, doing so prevents any level of scalibility - it takes too
long to alter large amounts of data - and the altering can reduce network and narrative realism.
Automated alteration retains the benefits of hand altering but adds the ability to scale. Observed
current synthetic environments are imminently reconfigurable and scalable but output unrealistic
networks and weak narratives. These trade-offs are displayed in Table 5.1.

Toward this end, this thesis is concerned with using the analysis of real data to attempt to in-
form the construction of a tailored exercise scenario that includes defined actors, events, groups,
and narratives to aid in the creation of synthetic data. The desired end result is a relevant, inter-
active, scalable, realistic dataset accompanied by corresponding products to enable training.
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Figure 5.1: Project OMEN training flow.

In order to better understand how this might be accomplished it is helpful to look at the
overall flow of an example training exercise. Fig. 5.1 shows the Project OMEN training flow -
this training flow is generalizable to any social media analysis exercise.

• A) Real-world data is pulled from a social media platform using approved APIs and with-
out violating the terms of service.

• B) Important network and narrative characteristics are drawn from real-world social media
data using ORA-PRO. These characteristics are passed to a scenario planning tool called
AESOP (AI-Enabled Scenario Orchestration and Planning).

• C) A scenario planner uses AESOP in conjunction with their understanding of the train-
ing objectives of the training audience to construct a scenario. AESOP leverages large
language models to fill in the gaps between real-world characteristics and the desired sce-
nario.

• D) AESOP outputs templates for actors, groups, events, narratives, and new stories that
are passed to the synthetic generator. These templates represent both the ”needles” and
the ”haystack” for the training scenario. The synthetic generator uses these templates to
generate social media traffic - ostensibly creating the ”needles” and hiding them in the
”haystack.”

• E) The synthetic social media is passed to an automated evaluation system for scoring.
In this case a Netanomics system called MOMUS. There is a cycle of validation as the
synthetic generator iterates against evaluation system - whether MOMUS or something
else.

• F) The synthetic social media is given to the training audience for training. The train-
ing audience uses tools to analyze the data - hopefully finding the ”needles” within the
”haystack.”

• G) AESOP also outputs two sets of documents along with the scenario templates. The two
sets of documents are a list of events and hosted websites for exercise control personnel
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and a set of baseline documents for the training audience that act as a breadcrumbs to orient
them to the ”haystack.”

The scenario planning tool (AESOP) and the synthetic generator were constructed completely
for this thesis. Outputs from work done as a part of this thesis include synthetic social media
corpora, products for the training audience, and products for the exercise controllers.

5.3 AI-Enabled Scenario Orchestration and Planning (AESOP)
Tool

AESOP allows Information Environment planners to develop social-cyber exercise scenarios
from scratch or develop social-cyber vignettes for integration with existing scenarios. It is a
standalone program coded in Python with a PySide6 GUI.[60] While AESOP was developed
with US military exercise scenario development in mind, the principles and the tools can be
applied to a wide swathe of exercises, including scenarios involving the health sector, emergency
response, law enforcement, COOP and disaster recovery, etc.

Figure 5.2: AESOP GUI Example. With an actor template being worked on.

AESOP leverages large language models (LLMs) to reduce planner load and increase realism
and immersion for the training audience. Planners complete basic fields – such as date ranges and
summaries – and AESOP develops an engineered prompt for a configurable LLM that is used to
generate surrounding details. Planners can make additional changes to the prompt as required.
Planners can also freely manipulate the details returned by the LLM. By default, AESOP reaches
out to the OpenAI API[7] and uses a GPT4o mini model (gpt-4o-mini) for text and DALL-E
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model (dall-e-2) for images. However, it is configurable to run against any LLM provider that
has an OpenAI compatible API - such as the popular oogabooga/text-generation-webui.[55]

Planning a social media exercise is a complex topic that is beyond the scope of explanation
for this thesis; however, understanding the basics is not difficult. The social media scenario will
need non-training audience entities - sometimes called non-player characters (NPCs) - within the
environment. The planners will want events to happen in the scenario in a time-sequence that is
set or managed by the planners. The NPCs should hold opinions of their own on these events
- and they should act based on these opinions. A social media scenario needs people (WHO)
interacting about things (WHAT) in a certain way (HOW). The training audience will need to
analyze the WHO/WHAT/HOW in order to intervene appropriately. There is obvious complexity
missing from this brief explanation - the embedding of WHEN within both the WHO and the
WHAT - the blending of the WHY with HOW, etc. But the WHO/WHAT/HOW explanation is
sufficient to understand what is required for a scenario. To support scenario creation, therefore,
AESOP is broken down into these three areas.

Figure 5.3: AESOP Relational Diagram. Blue is loosely defined as the WHO, purple is HOW,
and gray is the WHAT.

Actors

The WHO area includes groups, actors, and accounts. Actors are the independent actors within
a scenario - this includes individual persons, organizations, and bots. These actors have names
and biographies, cross-platform identity markers that distinguish them, and they have individual
proclivities for certain BEND maneuvers.

Person
• Name
• Leader Type [Political, Military, Organizational, Other]
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• Title
• Organization
• Gender [M, F, Other]
• Race
• Nationality
• Age
• Entourage [Other Actor or Create New to establish relationships]
• Description
• Biography
• Image

Organization
• Type [Government, News, Corporation, NGO, Political, International, Armed Forces, Char-

ity, Non-Profit, Education, Interest-based, Other]
• Organizational Leader
• Description
• History
• Image
Each organizational type also populates a sub-list of attributes that are not enumerated here.

Bots
Bots mimic either a person or an organization so they each include one set of the above

attributes as well as:
• Type [Amplifier, News, Bridging, Repeater, Spam, Other]

The type then drives additional entries. For instance, a News bot has:
• Type of News [Regional, Industry, Political, Weather, Other]
• News Aggregator or News Producer
• Pink Slime
• Multiple Sources
• Retweeted accounts
• Common mentions
• Common places
• Keywords
• Hashtags

While this represents a large number of fields, AESOP scaffolds planners by filling in most
of an actor’s information based on just a few fields. Planners generally only need the first few
fields (name, age, race, etc.) and a one-sentence characterization of the actor and then AESOP
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leverages a large language model to complete the rest, including biographies and images. This is
done through the use of intelligent prompting similar in concept to the children’s fill-in-the-blank
game Mad-Libs. These prompts are visible to the planner and configurable/editable if the default
mad-lib prompt provides suboptimal results.

Finally, in order to support dynamic changes and interaction with the training audience, each
actor has an Actor Topic Map (ATM). The ATM is a vector with a length equal to the number of
topics (defined later in this chapter) and an opinion value fro each from -5 to 5 approximating a
Likert scale of approval for each topic.

Figure 5.4: AESOP GUI for Actor creation.

Accounts

Each actor is tied to one or more accounts. These accounts represent that actor’s presence on a
social media platform. AESOP supports the creation of both X/Twitter and Telegram accounts
with shells for Facebook and Reddit accounts.

The full enumeration of what AESOP outputs for each account can be found in the data
standards annex. As a representative example, this is a sample list of the fields for a X/Twitter
account:

• Twitter ID
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• Username
• Active dates
• Bot status
• Verified status
• Tweet distributions per day
• Account creation date
• Number of followers
• Number of following
• Number of original tweets per day
• Top topics
• Number of mentions per tweet
• Accounts to mention
• Number of retweets per day
• Number of quotes/replies per day
• Number of hashtags per post
• Top hashtags
• Top words
• Account daily active period
• Percent of tweets/retweets that are Positive/Negative/Neutral in sentiment
• Ratio of Text/Images/Video
• Additional identity markers unique to the platform

Again, this many decisions would be daunting for exercise planners - especially since, within
the DoD, such planners are not expected to have any social media experience. AESOP scaffolds
planners here as well. There are three options. Option one is default entries - AESOP prefills
everything except the username with intelligent averages. The Twitter ID is auto-populated with
a Snowflake compliant identification number, the active dates default to the active dates of the
overall scenario, account creation is set to random dates before the beginning of the exercise,
etc.[64] For a general account this option might be good enough.

Option two is to load an actor from ORA. The planner can use a real-world data set in ORA
and export a Node of Interest Characterization report for a node that they want to replicate within
the scenario. This exported file can be loaded into AESOP and will create an account with all
fields populated to match the original real node - except the Snowflake ID, username, and active
dates. This is most helpful for planners that want a certain character that has an archetype readily
available in a real dataset.

The third option is to load a corpus of data directly into AESOP. For X/Twitter this would
be an API v1 JSON file containing the desired tweets. AESOP will process these tweets with
Latent Dirichlet Allocation (LDA), statistical analysis, and LLM summarization calls to fill out
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all of the information as an average of the input data.[16] Again, except for the Snowflake ID,
username, and active dates. In this way, planners are scaffolded towards defaults or choos-
ing particular archetypes for their characters rather than creating bespoke accounts based upon
platform-specific knowledge which they generally will not have.

Figure 5.5: AESOP GUI for Account creation.

Groups

Groups are how a planner organizes actors (not accounts). Actors are a part of groups in one of
three ways - full member, source-only, or leader. If they are a full member, then they espouse
the values and conduct actions in accordance with that group. If they are source-only, then full
members of the group will repost, quote, or reply these source-only actors but the source-only
actors themselves do not necessarily espouse the narratives of or act in accordance with that
group. Actors can also be leaders of group - this distinction can only be given to actors that
are also full-members and is to mark those actors that are the leaders of a group. Actors can be
members of any number of groups and both full members and source only can be other groups -
allowing for recursive placement for actors.

Groups also have a Group Topic Map (GTM) that is equivalent to the Actor Topic Map - a
vector with a length equal to the number of topics and an opinion value from -5 to 5 for each
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topic. This represents the initial position of the group on each topic. Associated with the GTM
is the group’s Topic-to-Topic Map (TTM). This is a matrix of topics against topics (defined
later in this chapter) with values ranging from -1 to 1 that represent the conflated relationship
between two topics for this group. This matrix helps synthetic generation entities understand the
relationship between topics within this group.

Figure 5.6: AESOP GUI for Group creation.

Events

The WHAT category includes Events, Topics, News, and URLs. Events are the simplest to
understand. Planners require a way to dictate what happens during the course of an exercise -
these are called events. Each event is generally a purposeful attempt by the planner to solicit
action on the part of the training audience.

Event
• Event name
• Type [NATO event, Health Crisis, Election, Climate Event, Conflict/War, Military Event,

Diplomatic Event, Other]
• Excitement Level
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• Event Start
• Event End
• Other countries involved
• Regions/Areas involved
• Event Leader information
• Postive Hashtags
• Negative Hashtags
• Event Purpose/Summary
• Event Description
• Event Image

Upon selection of the event type, a large number of additional fields are available for input.
As an example these are the additional fields for a military event:

Military Event
• Lead nation
• Involved services
• Lead service
• Leaders rank
• Other involved countries
• Live Fire Exercise

In general, planners are more concerned with the name of the event, the start and end times, the
purpose of the event, and the level of excitement. Almost everything else can be auto-filled by the
large-language model. The excitement level in particular is important. Ranging from 1-10, this
value acts as a cue to the synthetic generator for how impactful this event should be within the
generated data - determining how often this event is discussed in comparison to other concurrent
events and if actors/accounts should take more actions than usual while this event is occurring.

Events are also where planners can specify additional injects into the exercise that are related
to that event. There are four major types of inject - Intelligence Summaries, Fragmentory Or-
ders, Press Releases, and Other. An Intelligence Summary (INTSUM) is developed as an inject
when the planner wants to provide additional information along with an artifact to the training
audience during the exercise scenario. For instance, if the training audience requests additional
information about an account from the exercise controller, then the account information might
be furnished to the training audience along with a corresponding INTSUM. A Fragmentory Or-
der (FRAGO) is developed as an inject when the planner wants to forcibly redirect the training
audience’s attention or efforts. This is most often done to ensure the training audience conducts
actions in accordance with a training objective. Within the US military a FRAGO is an amend-
ment to an existing Operations Order; however, the concept can be applied to any incremental
change of mission - even outside of military exercises. A planner develops a Press Release in
order to help draw the attention of the training audience to an important event in a more subtle
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Figure 5.7: AESOP GUI for Event creation.

way - they are exactly what they sound like - a Press Release from a specifed entity that dis-
cusses recent events. The Other type inject always for the planner to freely interact with LLM
and develop whatever event-related product they might want to pass to the training audience.
Surprisingly, both the OpenAI models and locally run LLM display a very good understanding
of INTSUMs, FRAGOs, and Press Releases and very little is required of the planner except to
click a button adding the inject and requesting the LLM to fill out.
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Figure 5.8: AESOP GUI for Inject creation.

Topics

Topics are high-level opinion statements that are relevant to the scenario or the training objectives
of the training audience. Example topics are: Balikatan 34 is good for the Philippines, US
intervention in the South China Sea has been good for the region, US anti-piracy actions have
been ineffective and dangerous. Topics themselves have relatively few attributes.

Topic
• Topic name
• Associated hashtags
• Topic description

However, topics are where narratives are added to the scenario. Narratives are added beneath
each topic. In this case, a narrative is defined as messaging or discourse that reflects a particular
stance on a topic. For instance, if the topic is ”Dogs make the best pets” - a pro-narrative might
be ”Dogs are the most loyal of all domesticated animals” and an anti-narrative might be ”Dogs
chew everything and are destructive pets” - they each represent a stance on the topic as well
as a distinct message. Narratives are where planners will spend most of their time. They need
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Figure 5.9: AESOP GUI for Topic creation.

to select topics that are required by the scenario and make sense to the training audience and
then develop pro- and anti-topic narratives that reflect the stances of various NPCs within the
scenario. Most often there are multiple pro- and anti-narratives for every topic that reflect the
disparate groups engaging with each other in the scenario.

Narrative
• Narrative Name
• Narrative Ratio
• Topic Stance [Pro, Anti, Neutral]
• Associated Groups
• Associated Events
• Hashtags
• Narrative Description
• Example Messages

Narratives are the bridge between the WHO (groups, actors, accounts) and the WHAT (events,
news, URLs). Each narrative is associated with one or more groups that espouse it and also zero
or more events that are linked to that narrative. A group linked to a narrative means that mem-
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bers of that group will propogate that narrative. An event linked to a narrative means ties that
event’s excitement level to the narrative - influencing how often group members use that narrative
through time.

Therefore, while the topics themselves are firmly in the WHAT category, these narratives
encompass the HOW. Indeed, each narrative also includes a set of BEND maneuver preferences
expressed as ratios that set the likelihood of those maneuvers being a part of that narrative’s
messaging.

Figure 5.10: AESOP GUI for Narrative creation.

News

In general, planners have now constructed who will be taking about what and how - but there
are more supporting details required for robust and immersive training. In particular, messages
rarely exist without corresponding news articles, images, memes, or other multimedia. AESOP
provides planners the ability to create and connect news articles into the scenario. AESOP’s
News tab is where planners create news agencies, their websites, and these corresponding arti-
cles. These articles provide both immersion and additional avenues for information transfer to
the training audience.

News Agency
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• Agency Name
• Agency Type [Real News, Pink Slime, Disinformation, Other]
• Available date range
• Editor
• Home country
• Targeted regions
• Bias [Extreme Left, Left, Center Left, Center, Center Right, Right, Extreme Right]
• Credibility [Low, Medium, High]
• Questionable Characteristics *[Conspiracy Theories, Pseudoscience, Propaganda, Poor

Sources, Failed Fact Checks]
• Summary
• History

Figure 5.11: AESOP GUI for News Agency creation.

Individual articles have the following properties:

Article
• Media Type [Real News, Pink Slime, Disinformation, Other]
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• Article Topic Category [Industry, Health, Political, Ideas, Social, Lifestyle, Cultural, Awards,
Education, Community, Other]

• Publication Date
• Headline
• URL
• Associated Narratives
• Author
• Targeted Region
• Article Bias [Extreme Left, Left, Center Left, Center, Center Right, Right, Extreme Right]
• Article Credibility [Low, Medium, High]
• Agency Type [Real News, Pink Slime, Disinformation, Other]
• Available date range
• Editor
• Home country
• Targeted regions
• Bias [Extreme Left, Left, Center Left, Center, Center Right, Right, Extreme Right]
• Credibility [Low, Medium, High]
• Questionable Characteristics *[Conspiracy Theories, Pseudoscience, Propaganda, Poor

Sources, Failed Fact Checks]
• Number of Paragraphs
• Summary

AESOP supports the individual creation of both news agencies and their associated articles.
However, if planners have already created an Actor that is of the type News Agency, then AESOP
provides a push button capability to auto-create a matching news agency for every Actor of that
type. Additionally, if the planner has already completed the Groups, Events, and Topics, then
AESOP can auto-create articles for every narrative and event combination corresponding to the
news agency actor’s group membership. In this way, large numbers of appropriate articles can
be quickly created to support the scenario without intervention from the planner.
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Figure 5.12: AESOP GUI for Article creation.

URLs

Finally, planners need to provide URLs for all media that can be referenced by NPCs within
the exercise scenario. For news articles, AESOP will auto-populate a URL for each of the news
articles. However, for externally created videos, images, and other multimedia, planners will
need to create URL entries, choose the dates when the media is available for reference, and
decide what narratives are associated with these media. AESOP does not host any of this media.

URL
• URL
• Date Available
• Type [SITE, IMAGE, VIDEO, OTHER]
• Associated Narratives
• URL description
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Figure 5.13: AESOP GUI for URL creation.

Noise

Thus far, planners have concerned themselves with what can be thought of as ”the needles” -
these are what planners want the training audience to respond to. AESOP’s noise tab is where
the planners define the ”the haystack” - the background noise from which the training audience
needs to glean the needles. In its current state, this tab is primarily concerned with X/Twitter
noise. Planners need to determine the correct number of overall messages for the haystack, where
these messages come from, and the date range for the messages. Additionally, because AESOP is
trying to facilitate realistic training, it is important that planners consider what imaginary search
terms were used to pull from the X API to get the needle + haystack dataset. This lets synthetic
generators know what topics should be present in the dataset and prevents completely spurious
data from being present.

Noise
• Total messages
• Noise locations
• Date range
• Search terms
• Additional notes
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Figure 5.14: AESOP GUI for Noise creation.

5.4 AESOP Outputs

Figure 5.15: Project OMEN training flow.
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After completing scenario construction within AESOP (B in Fig. 5.15), planners use AESOP to
generate two main components. They generate synthetic templates for consumption by synthetic
generators (D in Fig. 5.15) and generate products for the training audience and the exercise con-
trollers (G in Fig. 5.15). These are two very different products. The products for the training
audience and exercise controllers are meant to be artifacts for inclusion in the actual exercise. As
such, they come in formats that should be familiar: MS Word Documents and MS Excel spread-
sheets. As a bonus, AESOP can apply cover pages, security release footers, and custom formats
to all of these ”paper” products. These documents are output in separate folders designated for
either the training audience or exercise control. Examples of these products can be found in
Appendix B

Figure 5.16: A comparison of related data standards.

The synthetic templates are not meant for the training audience or the exercise controllers, in-
stead they are meant to define the scenario for the synthetic generators. To facilitate the transition
of the planners intent as expressed in AESOP to the information required for the generation of
that intent, I propose a data standard for synthetic social media scenarios. In general, it is a very
bad idea to create new data standards.[50] However, there are no existing candidates within this
space. Structure Threat Information Expression (STIX) has actor and event enumeration - simi-
lar to AESOP’s outputs; however, it focuses on cyber threat intelligence and the fields required
for creating social media from the actors and events are missing.[53]. Activity Streams 2.0 also
represents social media activity using an Actor format. Unfortunately, its focus is on providing a
method for itemizing actual behavior rather than quantifying typical behavioral patterns needed
for synthetic generation.[59] Friend of a Friend (FOAF) allows for the compact representation
of an existing social network but it does not provide sufficient information for constructing or
deriving new ones.[18]. The Semantically-Interlinked Online Communities (SIOC) standard is
closer to what is required for synthetic generation but lacks definitions for the reasons (Events,
Narratives) behind actions taken by its equivalent Account entity - UserAccount.[17] Lastly, the
US Intelligence Community has a robust standard for metadata - the Intelligence Community -
Information Resource Metadata (IC-IRM) standard. This standard in no way describes social
media network components for use in synthetic generation. However, its broad adoption within
the DoD, its extensibility, continuous development, and ever broadening scope mean that almost
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all burgeoning data standards are compared to it.[54] The IC-IRM does not currently have any
overlap with required components for synthetic data generation. The complete data standard
used for the synthetic templates can be found in Appendix C.

A full list of AESOP outputs can be found in Table 5.2. The archive files are the save system
that AESOP uses, the synthetic templates are set against the data standard, the EXCON column
are the products furnished to the exercise control and the Participants column is for the training
audience.

Safety and Ethics

In a Joint Cybersecurity Advisory released by the Federal Bureau of Investigation (FBI), the Cy-
ber National Mission Force (CMNF), the Netherlands General Intelligence and Security Service
(AIVD), Netherlands Military Intelligence and Security Service (MIVD), the Netherlands Po-
lice (DNP), and the Canadian Center for Cyber Security (CCCS), they accused Russian affiliated
groups of using sophisticated AI-enhanced software packages to perform information maneuvers
online. [34] The software package was called Meliorator - with a front-end called Brigadir and a
back-end called Taras. Brigadir has tabs for ”souls” - similar to AESOP’s Actors - and ”thoughts”
- roughly analogous to AESOP’s narratives. There exists some level of superficial similarity be-
tween Meliorator and AESOP. However, the Meliorator output through Taras includes code that
creates and manipulates actual online accounts on live social media platforms in concert with
fake personas. AESOP only outputs the characteristics of actors. There is no connection to
any real world platform - no scripting, no scraping, no interface whatsoever. The purpose of
AESOP is to enable the construction of training scenarios so that real-world interaction is not
unnecessary.
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Table 5.2: AESOP Outputs and File Types

Feature Archive File Synthetic Template EXCON Participants
Agents
People JSON JSON DOCX DOCX
Organizations JSON JSON DOCX DOCX
Bots JSON JSON DOCX DOCX
Telegram
Account JSON JSON
Channel JSON JSON
Messages JSON JSON
X/Twitter
Account JSON JSON
Messages JSON JSON
Groups
Group JSON JSON DOCX
Topics
Topic JSON JSON DOCX
Narrative JSON JSON DOCX
Events
Event Summary JSON JSON DOCX DOCX
Fragmentory Orders JSON DOCX DOCX
Press Releases JSON DOCX DOCX
Intelligence Reports JSON DOCX DOCX
Other JSON DOCX DOCX
News
News Agency JSON
News Articles JSON
URLs
URL JSON JSON
Master Synch Event List
Populated MSEL JSON XLSX
Scenario Overview
Scenario Description JSON DOCX DOCX
Mission JSON DOCX DOCX
Higher HQ Mission JSON DOCX DOCX
Commander’s Guidance JSON DOCX DOCX
Strategic Coms Guidance JSON DOCX DOCX
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Chapter 6

Synthetic Social Media Creation

6.1 Research Questions
The creation of realistic, dynamic, and controllable synthetic social media data is a critical com-
ponent of operationalizing social-cybersecurity training and evaluation. While real-world data
provides valuable context, it often lacks the adaptability, interactivity, and narrative specificity
needed for focused training objectives—particularly when the goal is to understand and identify
complex influence maneuvers.

The key research questions for this chapter are:

• How can we create synthetic data that includes BEND maneuvers to support a training
scenario?

• How can we appropriately leverage large-language models in the creation of synthetic
social media datasets?

To answer these questions, I describe the design and implementation of a hybrid simulation
framework built to generate synthetic social media corpora. This framework integrates the struc-
ture and intent derived from training scenarios authored in AESOP with the flexibility and realism
of large language models (LLMs), yielding datasets that reflect both network-level interactions
and narrative maneuvering.

The chapter begins by surveying the broader landscape of synthetic data generation, outlin-
ing the strengths and limitations of both top-down (system-level) and bottom-up (agent-based)
approaches. I then introduce SynTel and SynX, the agent-based generators developed for this the-
sis, which combine traditional simulation logic with LLM-powered message construction. By
controlling when and how LLMs are used—specifically for generating realistic text rather than
building the entire network—I sidestep key scalability challenges while maximizing narrative
fidelity.

Finally, I walk through the end-to-end process of how SynX operates: from determining
agent actions to generating messages consistent with BEND maneuvers and validating them
using effects-based detection methods. This approach ensures that the resulting synthetic data is
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both analytically useful and operationally relevant for training, experimentation, and scenario-
based planning.

6.2 Synthetic Generation Approaches

There are two main approaches to synthetic generation, top-down and bottom-up. These are also
referred to as macro-level or system-based and micro-level.[49] [24] In the top-down approach,
a simulation assumes a desired heterogeneous/multi-modal network fabric based on real data
and then fills that fabric with appropriate actors, message types, and narratives that match nodes
and link types. Alternatively, using the bottom-up approach, the simulation starts with agents
programmed from first principles with detailed interaction rule sets. The agents then interact
with each other hoping for emergent networks and narratives that are realistic and relevant.[36]
This dichotomy mirrors approaches by others, including Chang et al. in 2024.[23] Interestingly,
Change et al. also point out a new dichotomy - the use of large-language models versus traditional
network construction algorithms. They explore an LLM-only methodology that revealed the
strength of the bottom-up approach but also found limitations with their LLM-only system. That
is, their LLM-only methodology is not capable of scaling when combined with the bottom-up
approach. The LLM prompts require iterating through all personas with each persona provided
the information about all other personas. This is unwieldy, even if there are only dozens of actors
in a network.

For SynTel/X and its synthetic generation of social media networks, I opted for a hybrid
approach along both spectra. SynTel/X is grounded in agent-based simulation, with each Ac-
tor/Account acting independently based upon an action rule-set derived from their attributes and
features. However, rather than let agents organically build their own networks and form narra-
tives, I dictate who their groups members are and what narratives they can express. This approach
might seem obvious from the data standard composition of the synthetic templates supplied by
AESOP, but the data standards were derived post hoc from the system. A data standard should
not drive how a system executes.

Furthermore, rather than using an LLM-only system, SynTel/X incorporates LLMs only in
the final stages of generation. Network construction is done entirely by traditional algorithms,
and LLMS are leveraged only for narrative construction - this eliminates the need for prompts to
have information about every other actor, solving scalability issues, and also leverages LLMs for
what they are best at - sounding like real people.[39] [57]

This hybrid approach reflects a difference in the desired outcome compared to other efforts.
Generally, other approaches are looking to maximize one of three outcomes: the re-creation of
the structure of real social media,[23] the recreation of human social media text output,[62] or the
generation of a specific set of synthetic training data.[63][37][48] The SynTel/X output needs to
accomplish the first two, but can eschew the latter. In order to provide realistic training, SynTel/X
needs to produce social media data equivalent to the social media data collected directly from an
API of a real-world platform.
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6.3 SynX

SynX and SynTel are synthetic generators that take synthetic templates from AESOP (required),
existing X/Telegram corpora (optional), and injected tweets/messages from the training audience
(optional) and use an LLM to output synthetic social media data. SynX produces X/Twitter
APIv1 data.

Figure 6.1: Overview diagram of SynTel/X
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Figure 6.2: Example SynX logic flow.

SynX Flow Overview

• A) Calculate Actions: Per hour, per account, SynX determines the number of actions to be
taken by the account.

• B) Find a Narrative: For each action, SynX determines a narrative from a weighted sam-
pling of all narratives associated with groups of which the Actor/Account is a member.

• C) Determine BEND Maneuvers: Based on the BEND maneuvers associated with that
narrative and conflated with the BEND maneuvers associated with the Actor/Account, a
seed BEND maneuver is selected and then a full chain of maneuvers is determined.

• D) Construct the Prompt: If the BEND maneuvers suggest an original message, then a
message shell is created and metadata adjusted to match the intended BEND maneuvers.
Then a prompt is constructed and an LLM call is made to create a message - this may
happen several times as SynX attempts to make sure that the intended BEND maneuvers
are detected within the output message.

• E) Find Another Message: If the BEND maneuvers suggest a derivative message, then an
original message is selected from this narrative, and the derivative message is constructed
with a partial replacement of the BEND maneuvers.

• F) Produce Output: All of the messages are combined into the message corpus.

A) Calculate Actions
SynX simulates an hour of X messages at a time. To do this, all X accounts go through the
decision-flow process summarized above. First, the account determines how many actions to
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take in a given hour.
Let:

• Ro = [ro,min, ro,max] be the range of original tweets per day
• Rr = [rr,min, rr,max] be the range of retweets per day
• Rq = [rq,min, rq,max] be the range of quote/reply tweets per day
• E be the excite number for the day (the max of all excite variables from scenario events

occurring during that day)

Then:

min posts = ro,min + rr,min + rq,min

max posts = ro,max + rr,max + rq,max

adjusted min = ⌊min posts × E⌋
adjusted max = ⌊max posts × E⌋

Finally, the number of posts to generate is randomly selected from the integer interval:

post count ∼ U(adjusted min, adjusted max)

However, the number of posts per day is not sufficient for SynX, because the accounts are
run per hour. In order to transform the total posts per day into a probability of a post(s) occurring
during a single hour, we also need the active daily schedule of an account - this is given in the
synthetic template for that account.

Let h ∈ {0, 1, . . . , 23} be the hour of the day, and let T be the total number of posts the
account will make in a day. If the active schedule of the account is from 0900 to 1800 then we
want higher probabilities during that time and reduced but tapering probabilities during other
times.

We can therefore define the unnormalized hourly probability P (h) as:

P (h) =



1 if 9 ≤ h < 19 (flat period)

1− r(h)

11
if h ∈ {18, 19, . . . , 23, 0, 1, 2, 3, 4} (tapering)

s(h)

5
if 5 ≤ h < 9 (rising)

0 otherwise

Where:
• r(h) is the rank (0-indexed) of hour h in the tapering list: [18, 19, 20, 21, 22, 23, 0, 1, 2, 3, 4]
• s(h) is the rank (0-indexed) of hour h in the rising list: [4, 5, 6, 7, 8]
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Normalize the probabilities:

P̃ (h) =
P (h)∑23
i=0 P (i)

Then the final expected number of posts at hour h is:

ExpectedPosts(h) = T · P̃ (h)

Figure 6.3: Graph of probability of posting each hour for a user active 0900 to 1800 who posts 4
times a day.

Fig. 6.3, graphically depicts the probability of posting each hour for a user with four total
posts in a day. The distribution is flat from 09:00 to 18:00, tapers off between 18:00 and 04:00,
and gradually increases from 04:00 to 09:00.

B) Find a Narrative
Now that we have calculated the number of actions to be taken in a period, we need to know
what type of actions will be taken. Naively, the original posts, retweets, quotes/replies would not
have been amalgamated into total actions, and each would be run separately. However, while it
makes sense for planners and even social media analysis tools to calculate individual ranges for
each type of posting, this does not work well at an agent level. The outcome of the training is the
analysis and understanding of the BEND maneuvers. Ostensibly, an account posts not because
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of a number on its template but because that account is trying to execute a BEND maneuver.
Because certain BEND maneuvers are closely associated with each type of X post, we must have
accounts choose BEND maneuvers that determine a post type rather than choosing a post type
that then dictates BEND maneuvers.

Therefore, for each action to be taken in a period, the account finds a narrative. This narrative
is drawn as a weighted random selection or categorical distribution from all narratives associated
with all groups of which the account’s owning actor is a member.

Let:
• A be an actor
• G(A) = {G1, G2, . . . , Gm} be the set of groups that actor A belongs to
• N (Gj) be the set of narratives associated with group Gj

• NA =
m⋃
j=1

N (Gj) be the full set of candidate narratives for actor A

• Each narrative Ni ∈ NA has an associated weight wi > 0

Define the probability of selecting narrative Ni ∈ NA as:

P (Ni | A) =
wi∑

Nj∈NA

wj

Then, the selected narrative N∗ for the message is drawn from the categorical distribution:

N∗ ∼ Categorical
(
{P (Ni | A)}Ni∈NA

)
C) Determine BEND Maneuvers
After a narrative is selected per action, a second weighted random selection is executed. The
algorithm for this is similar to the narrative selection above except this time the algorithm is
choosing BEND maneuvers based upon weights associated with that narrative conflated with the
individual account BEND maneuver weights.

Let:
• M = {M1,M2, . . . ,M16} be the set of BEND maneuvers

• w
(n)
i be the weight of maneuver Mi from the selected narrative

• w
(a)
i be the weight of maneuver Mi from the actor profile

Define the combined weight for each maneuver Mi as:

w
(combined)
i =

(
w

(n)
i

)2/3

·
(
w

(a)
i

)1/3

Normalize to obtain a probability distribution over the 16 maneuvers:

P (Mi) =
w

(combined)
i

16∑
j=1

w
(combined)
j
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Then sample one maneuver M∗ from the categorical distribution:

M∗ ∼ Categorical
(
{P (Mi)}16i=1

)
From this seed BEND maneuver we can use a Markov chain to determine the total BEND

maneuvers for the action. Or, more precisely, we can use a generalization of a Markov-like model
that includes memory and depends upon the full history set of maneuvers.

BEND Sequence Generation from a Start Maneuver

Given a starting maneuver m0, we build a sequence S = [m0,m1, . . . ,mk] by repeatedly sam-
pling from the conditional probability distribution:

1. Initial Maneuver

S0 = [m0]

2. At Each Step

Let the current sequence be St = [m0,m1, . . . ,mt], and let

St = sorted(St)

Then, compute the conditional probabilities for the next maneuver mt+1:

P (mt+1 | St)

3. Mask Already Chosen Maneuvers

To ensure uniqueness, set:

P (m | St) = 0 if m ∈ St

4. Normalize Probabilities

P̂ (m | St) =
P (m | St)∑

m′ /∈St
P (m′ | St) + P (END | St)

5. Sampling

Sample mt+1 ∼ P̂ (· | St)
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6. Termination Condition

If mt+1 = END, stop.

From this we arrive at our full sequence of BEND maneuvers: S = [m0,m1, . . . ,mk]. This
set of BEND maneuvers determines if this message is an original tweet, a retweet, a reply, or
a quote. If the BEND maneuvers include back, engage, or neutralize, then the post is likely a
derived type (retweet, reply, or a quote) as these BEND maneuvers are closely associated with
these types of posts.

Let:
• B = BEND(narrative)

• D = isDerived(B) =

{
1 if Bback = 1 or Bengage = 1 or Bneutralize = 1

0 otherwise
Then the tweet type T is sampled as follows:

T =


DerivedType() with probability 2

3
, if D = 1

Tweet with probability 1
3
, if D = 1

Tweet if D = 0

Where:

DerivedType() =


Retweet with probability 3

5

Reply with probability 1
5

Quote with probability 1
5

D) Construct the Prompt
If the BEND maneuvers suggest an original message, then a message shell is created and meta-
data adjusted to match the intended BEND maneuvers. This is important because, as will be
discussed at length in the following chapter, current methods of detecting BEND maneuvers
operate on a per message level and evaluate for maneuvers based on both the content of the mes-
sage and the metadata. As a general rule, metadata is more influential in determining network
maneuvers, while the content of the message itself is more influential in determining narrative
maneuvers. In particular, the term metadata is used here to describe anything outside of the
message field (text or full text) of the tweet - to include portions of the message field that are
enumerated externally. For instance, URLs and mentions are included in the message field, but
are then enumerated more particular outside of it - they are considered metadata by SynX. This
makes sense because in both SynX and SynTel, the LLM is not given leeway to insert references
to URLs, nor is it given enough information about all possible actors for it to determine appro-
priate mentions. Indeed, recall the dangers of this approach from Chang, et al. in 2024, where
requiring the LLM to know about all other nodes raised scalability issues.[23] Instead, both
URLs and mentions are handled by the simulation and considered metadata rather than parts of
the message. SynX therefore makes changes to the metadata of the original message based on
the BEND maneuvers. Table 6.1 illustrates which BEND maneuvers are derivative (associated
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with retweets, replies, quotes), which maneuvers are associated with the presence of mentions
and which are associated with the presence of URLs.

Table 6.1: Metadata by BEND Category

Derivative Mentions URLs
Bridge ✓

Build ✓

Boost ✓

Back ✓ ✓

Engage ✓ ✓

Explain ✓

Excite
Enhance ✓

Negate ✓

Neutralize ✓ ✓

Narrow
Neglect No Mentions
Dismiss
Distort
Dismay
Distract

Once the metadata adjustments are made, a prompt is constructed in preparation to request
a message from the LLM. Prompt construction has two major components - the system prompt
and the user prompt. The system prompt is used to outline the role given to the LLM and provide
background information and context. It has four major parts:

• An introduction: You will be participating in a role playing game to help users identify
misinformation, disinformation, and manipulation on social media. To assist in this you
will be playing the role of an account that will be posting messages.

• Formatting instructions: ’Provide your response as a JSON object in the following exam-
ple format: { ”topic”: ”dogs”, ”hashtags” : [ ”yaydogs”, ”dogscool” ], ”full text” : ”Dogs
are great, #yaydogs #dogscool”, ”refuse to answer” : 0 } The ”refuse to answer” field is
where you should return a 1 if you do not feel comfortable generating a tweet about the
subject. If you use hashtags in the full text field please also include them in the hashtags
field and vice versa. Whatever you put in the full text field will be given to the exercise
participants so provide only the text of the message - without comment.

• BEND Definitions: As you craft the message/tweet you are trying to accomplish some-
thing - what you are trying to accomplish is defined by the BEND Framework. BEND is
a framework for describing social-cyber maneuvers. BEND includes 16 different maneu-
vers. These 16 maneuvers have the following definitions: The BUILD maneuver primarily
creates a community. The BACK maneuver primarily increases the importance or effec-
tiveness of a leader... other maneuvers...
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• Identity: You are a Twitter user who is trying to make a post that will be engaging and
interesting to your followers. You have a unique style and voice that you want to maintain
in your posts. Here are your personal details: {Name}, {Title}, {Age}, {Race}, {Gender},
{Nationality}, {Biography}.

The user prompt is where the LLM is given details about this specific message:
• Narrative: You will be posting on the following narrative: {narrative description}
• Last three messages by this account: The last three messages you posted looked like this -

say something different than these: Last three messages here...
• Last three messages on this narrative: The last three messages others posted on this narra-

tive looked like this - say something different than these:”Last three messages from narra-
tive here...

• Suggested Hashtags: List of suggested hashtags...
• BEND Maneuvers: ”The message you send will include some BEND maneuvers. In this

case: List of BEND maneuvers...
The system and user prompts are sent to the LLM and a message is returned. Ideally, the re-

turned message is in the correct JSON format and the LLM has not refused to create the message
due to subject matter. No effort was made to jailbreak any LLM in the work done for this thesis -
if the OpenAI commercial LLM was unwilling to create a tweet, then SynX defaults to a locally
run LLM.

The returned text is added to the tweet and there is now a complete post. However, there is no
guarantee that the message returned by the LLM contains the intended BEND messages. Because
SynX is creating synthetic data for training on BEND maneuvers, ideally it should check the
synthetic data for those BEND maneuvers using the same tools that the training audience would
have available to them. Thus, SynX uses a combination of NetMapper and ORA-PRO to check
for BEND maneuvers in each message. For scalability purposes, SynX can evaluate all posts in
an hour together or wait and conduct the evaluation on a full day at a time.

BEND Check Process

• Messages are cleaned for processing by Netmapper
• Netmapper processes the posts and returns a .tsv of cues per message
• The posts are converted into DyNetML (XML) format for processing by ORA
• The cues .tsv is parsed and the cues injected into the DyNetML
• The BEND calculations are done using templates from ORA-PRO’s batch mode
• Each message now has vectors for intended BEND and detected BEND

This process is computationally expensive, therefore, SynX can simultaneously asks the LLM
for multiple variations of a message - evaluating and then keeping only the message with the
highest score. The scoring algorithm requires that the detected BEND maneuvers in a message
at least encompass the intended maneuvers. Then it gives higher scores to those messages that
have the fewest detected BEND maneuvers that are not in the intended BEND maneuvers set.
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Let:
• i = [i1, i2, . . . , i16] be the intended BEND maneuver vector
• d = [d1, d2, . . . , d16] be the detected BEND maneuver vector
• ik, dk ∈ {0, 1} for k = 1, 2, . . . , 16

Define the score S(i,d) as:

S(i,d) =

1−

16∑
k=1

[dk = 1 ∧ ik = 0]

16
, if ∀k, ik ≤ dk

0, otherwise

That is:
• If all intended maneuvers are present in the detected set (ik ≤ dk for all k),
• then subtract the proportion of ”extra” detected maneuvers from 1,
• else, assign a score of 0.

If no suitable messages are found within the batch (all have scores of 0), then SynX will ask
for an entirely new batch of messages up to three times. Ultimately, only the best message is
kept and added to the corpus.

E) Find Another Message
If the BEND maneuvers suggest a derivative message - a retweet, reply, or quote - then SynX
will need to find an appropriate message to be derivative of. The first step in this process is to
determine a subset of messages available for derivative use. This step is done for each hour all at
once - reducing computational requirements.

Messages less than or equal to 1 day old have a 100 percent probability of remaining available
for derivative use. For older messages, the probability decays exponentially based on age, with
the base rate applied to the power of the number of days old the message is - 1.

P (keep) =

{
1 if ∆t ≤ 1

β(∆t−1) if ∆t > 1
(6.1)

With a default base keep rate of 0.5, this creates a probability that halves with each additional
day of age beyond the first day. This ensures that accounts are generally making derivative mes-
sages based upon more recent tweets, while still allowing for significant reach back. Derivative
tweets can be eligible for derivative use, but if selected the original tweet and not the derivative is
used instead. This means that the derivative use of a tweet essentially refreshes its age out timer.

Recall, that the derivative tweet already has a narrative, therefore, the subset of tweets avail-
able for derivative use this hour is further narrowed (for this tweet) by eliminating all tweets that
do not share this narrative.

From this shared-narrative set of eligible tweets, SynX will make a selection based on a hy-
brid of leader-based selection and preferential attachment. The intent is that the network should
reflect the scale-free structure provided by preferential attachment; however, the beneficiaries of
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that scale-freeness need to be the enumerated leaders provided by the group synthetic template
from AESOP.

Let T be the set of candidate tweets, where each tweet t ∈ T has an associated retweet/reply/quote
count R(t) ≥ 0, and a leader indicator L(t) ∈ {0, 1}, where L(t) = 1 if the tweet was posted by
a leader of the group.

Define TL ⊆ T as the subset of tweets authored by leaders:

TL = {t ∈ T | L(t) = 1}
We define the probability P (t) of selecting tweet t as follows:

P (t) =



1

|TL|
with probability 1

3
, if t ∈ TL

R(t)∑
s∈T

R(s)
with probability 2

3
, for all t ∈ T

To sample a tweet t∗, first choose a mode of selection:
• With probability 1

3
, sample uniformly from TL.

• With probability 2
3
, sample from T using retweet counts as weights.

Once a tweet is chosen, metadata is adjusted as appropriate (see D above). If the derived tweet
is a retweet then most of the intended BEND maneuvers for the derivative tweet are overwritten
with the intended BEND maneuvers from the original tweet - the exceptions being back, engage,
and neutralize - the determining BEND factors for derivatives. However, if the derived tweet is
a reply or quote, then it keeps its intended BEND maneuvers and moves to a modified version of
step D above - where the LLM is asked to comment on the tweet derived from.

F) Produce Output
Finally, the tweet, retweet, reply, or quote is complete and is added to the full set of output tweets
for the hour. These tweets will be added the list of available for derivative use tweets in the next
iteration. The entire process is repeated for each hour of the exercise.

6.4 SynTel
SynTel executes in a similar manner to SynX - with roughly analogous steps A-F - see Fig. 6.5.
However, the Telegram platform has structural differences that introduce some changes. In Syn-
Tel, channels and user accounts are handled simultaneously, with user accounts adding original
posts to their own channel, cross-posting from another channel, or posting to another channel
rather than choosing an option from tweet, retweet, reply, or quote. This causes SynTel Telegram
networks to be more condensed. Additionally, while mentions and hashtags are supported for
Telegram creation in SynTel, Telegram users traditionally use these features less, and therefore
shared URLs and cross-posting become more dominant in network structures. SynTel accounts
for this by increasing the use of URLs in Telegram messages while reducing the likelihood of
mentions and hashtags.
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Figure 6.4: An output network from SynX with pro-US stance detection run through ORA-PRO.
Blue nodes are pro-US actors and red nodes are anti-US actors with gray nodes being neutral.
Nodes are sized by total degree centrality.

X/Twitter and Telegram Bots

No social network would be complete without bots. However, there is an unusual problem with
synthetic datasets in bots - every actor in this fabricated information environment except the
training audience is an automated persona - it is all bots. The challenge is that for the training
audience, some of these automated personas need to be detectable as ”bots” and others need to
remain undetected as ”humans”. Planners can enumerate bots in AESOP for both SynTel and
SynX to simulate and both have agent rule sets for amplifier, news, bridging, and repeater bots.
Amplifier bots boost content through retweets/posts and the SynTel/X rule-set ensures that ampli-
fier bots have an abnormally high retweet/post to tweet/post ratio. Additionally, they target only
content with a specified narrative and ignore the recency bias imposed by SynTel/X on normal
actors. Repeater bots are similar to amplifier bots but repeat the same message within their in-
group continuously. Both of these types of bots operate similarly to those seen by Ng and Carley
in 2023[51]. News bots are news aggregators and have a rule-set that forces them to retweet/post
content from a target set of news agencies. Bridging bots use mentions and retweets/posts to at-
tempt to connect two specified narratives. These types of bots operate similarly to those observed
by Jacobs et al. in 2023 [40]

6.5 Evaluation

Critical to developing a scenario and accompanying training data for a training audience is under-
standing the learning objective of the training. In this case, as outlined in Chapter 4, the training
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Figure 6.5: Telegram generator message creation flow. Dark gray parallelograms are synthetic
templates provided by AESOP and referenced by the generator.

focuses on developing social media analysis skills for the detection and application of BEND
maneuvers in the information environment. Therefore, the data should include BEND maneu-
vers for the training audience to find and analyze. This is a driving factor behind the validation
of the data.

6.6 Methods

MOMUS, a Netanomics product, is custom made to accept the scenarios from AESOP and the
output from SynTel/X and ensure that the data conforms to the scenario and network and narrative
structure fall within the norms for a platform. Unfortunately, MOMUS is still in development
and not fully capable of providing independent verification of the synthetic data at the time this
research was being conducted. Therefore, while initial MOMUS results are included, a different
method was required to validate the synthetic data.

The purpose of the data is to enable BEND maneuver training on social media. Since AESOP
ensures that there are BEND maneuvers present within the synthetic templates, a straightforward
method for validating the corpus generated off of those synthetic templates would be to check
that the intended BEND maneuvers are present in the output. If the training audience is able to
find the intended maneuvers then the data has accomplished its training purpose.

Therefore, this validation takes two separate forms:

1) Validate Overall Reasonableness of Data

I use ORA-PRO to extract BEND maneuvers at the message level from the synthetic data. The
distribution and co-occurence of these maneuvers is compared against the same analysis done on
both a topically similar corpus - in this case the Balikatan22 dataset - and an average of all of the
studied datasets.
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Figure 6.6: An output network from SynTel with pro-US stance detection run through ORA-
PRO. Blue nodes are pro-US actors and channels. Red nodes are anti-US actors and channels
Triangle shaped nodes are messages. Nodes are sized by total degree centrality.

2) Validate Execution of Intention)

6.7 Results

6.8 Implications

6.9 Conclusions

53



Figure 6.7: BEND co-occurence matrix from dataset.

Figure 6.8: BEND co-occurence matrix from Balikatan 22 dataset.
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Figure 6.9: Mean BEND co-occurence matrix from combination of datasets.
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Figure 6.10: BEND co-occurence matrix from Ring Of Fire.

56



Figure 6.11: Iteration 1: BEND co-occurence matrix from Ring Of Fire against the mean.
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Figure 6.12: Iteration 2: BEND co-occurence matrix from Ring Of Fire against the mean.
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Figure 6.13: Iteration 3: BEND co-occurence matrix from Ring Of Fire against the mean.
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Chapter 7

BEND: Effects-based detection

7.1 Research Questions

ORA and Netmapper combine to provide a BEND report that automatically detects BEND ma-
neuvers. This methodology is based on work by Blane, who laid out a framework for analysis
that uses a complex method for weighting CUES to identify maneuvers.[13] CUES here refers
to the linguistic cues extracted from the message text through the NetMapper software. These
linguistic cues are what ORA-PRO uses to identify BEND maneuvers per message text.

In this chapter, I propose to move beyond identifying BEND maneuvers within specific mes-
sages based upon derived intent. Instead of taking a source and a message and extrapolating an
intended effect, I want to identify effects experienced by a target in order to determine the BEND
maneuver experienced. To use an analogy from strategic bombing in World War II, rather than
looking at a B-17 and its payload and determining that this will be a firebombing mission on
Dresden, I want to look at the burned out city to assess not only the action taken but also the
effectiveness of that action. I want to be able to look at Schweinfurt, see that the ball-bearing
factory is destroyed, and point to a bombing group action that occurred on a particular night. I
could not tell you which bomb destroyed the factory or even which bomber, but I can definitely
point to a specific raid. In the same way, I will not be able to point to a specific message or actor
but will be able to identify a narrative campaign associated with an effect induced in the target.

This will require bounded, over-time comparisons of groups in order to detect changes in the
metrics. I will also need to account for more than one effect occurring at a time. Additionally,
target identification - especially group target identification is an outstanding issue. Even more
importantly, this thesis will require network and narrative metrics tied to the effects of the BEND
maneuvers.

The key research questions for this chapter are:
• How can we detect the presence of BEND maneuvers through their effects?
• Can we match these maneuvers to narrative campaigns?
I have developed a draft set of network and narrative metrics to begin using for this problem.

Generally these metrics involve changes over time above the baseline corpus - requiring a com-
putation of the metric against both the corpus and the target/target group. Additionally, many
require heterogeneous graphs - involving actors, topics, and stance. The definitions below are
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derived from Blane[13] and paired with their corresponding effects-based metric.
TOG: Topic-Oriented Group, identified by ANDing the Agent x Agent (strong ties) network

and the Agent x Agent (concept) network and performing Leiden TOG community: the linked
Topic Oriented Group of a cluster in time 1 with a cluster in time 2 TOG cluster: an identified
Topic Oriented Group in a single time (two TOG clusters make up a TOG community)

Back maneuvers have discussion or actions that increase the actual, or the appearance of, an
actor’s importance or effectiveness relative to a community or topic. In order to detect if an actor
has been the target of a back maneuver, I will be looking for a positive change over time - above
the baseline corpus - in the centrality of an actor within the actor interaction network.

Negate maneuvers include discussion or actions that decrease the actual, or the appearance
of, an actor’s importance or effectiveness relative to a community or topic. Therefore, I will be
looking for a negative change in a target actor’s centrality over time of a magnitude greater than
that of the baseline corpus.

Figure 7.1: Actual results of back/negate.

Build maneuvers are marked by discussion or actions that create a group, or the appearance
of a group, where there was none before. Therefore, new group emergence is required for this
maneuver - agent interactions within the group should change positively over time more than in
the baseline corpus.

Narrow maneuvers exhibit discussion or actions that lead a group to be, or appear to be,
more specialized, and possibly to fission, or appear to fission, into two or more distinct groups.
Effects-based metrics will be the appearance of multiple groups where only one was present
before within the actor network or the disappearance of links on the bipartite network from
meta-agent group node to topic/stance nodes.
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Figure 7.2: Visualization of back/negate.

Figure 7.3: Actual results of back/negate.

Bridge maneuvers involve discussion or actions that build a connection between two or more
groups or create the appearance of such a connection. To detect this, I will look at both centrality
and betweenness of the edge nodes of two groups. A positive change over time above the baseline
corpus indicates a bridge maneuver.

Neutralize maneuvers have discussion or actions that cause a group to be, or appear to be,
no longer of relevance, or the group is dismantled. I will be looking for target group nodes that
have more in common (connections) with other groups than themselves (group disappears) over
the time-frame observed.

Figure 7.4: Visualization of bridge/neutralize.

Boost maneuvers require discussion or actions that increase the size of a group and/or the
connections among group members, or the appearance of such. I will look at group size and

62



Figure 7.5: Actual results of bridge/neutralize.

graph density for positive changes over time above the baseline corpus.
Neglect maneuvers show discussion or actions that decrease the size of a group and/or the

connections among group members, or the appearance of such. For effects-based detection of
the maneuver, I will look for density and/or size of a target group changing negatively over time
above the baseline corpus.

Figure 7.6: Visualization of boost/neglect.

Excite maneuvers include discussion or actions related to a community or topic that cause the
reader to experience a positive emotion such as joy, happiness, liking, or excitement. For excite
maneuvers, I will look for target output message emotional valence to be higher in happiness and
surprise over time above that of the baseline corpus.

Dismay maneuvers involve discussion or actions related to a community or topic that cause
the reader to experience a negative emotion such as worry, sadness, disliking, anger, despair, or
fear. As the inverse of excite, I will look for target message emotional valence increasing in
anger, sadness, fear over time more than the baseline corpus.

Explain maneuvers will exhibit discussion or actions that clarify a topic to the targeted com-
munity or actor often by providing details on, or elaborations on, the topic. For effects-based
detection, I will look at topic specialization – with additional jargon and a net shift towards
similar stance over time above the baseline being indicative of an explain maneuver.

Distort maneuvers include discussion or actions that obscure a topic to the targeted commu-

63



Figure 7.7: Actual results of boost/neglect.

Figure 7.8: Visualization of excite/dismay.

nity or actor often by supporting a particular point of view or calling details into question. This
should induce in the target increased topic specialization – additional jargon in message and net
shift towards opposite stance over time more than the baseline corpus.

Figure 7.9: Visualization of explain/distort.

Engage maneuvers involve discussion or actions that increase the relevance of the topic to
the reader often by providing anecdotes or enabling direct participation and so suggesting that
the reader can impact the topic or will be impacted by it. In order to detect the effects of engage
maneuvers, I will look for a positive change over time in the proportional representation of the
topic with the target group above the baseline corpus.

Dismiss maneuvers are marked by discussion or actions that decrease the relevance of the
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Figure 7.10: Actual results of explain/distort.

topic to the reader often by providing stories or information that suggest that the reader cannot
impact a topic or be impacted by it. I will be looking for a negative change over time in the topics
proportional representation - greater in magnitude than the in baseline corpus.

Figure 7.11: Visualization of engage/dismiss.

Enhance maneuvers show discussion or actions that provide material that expands the scope
of the topic for the targeted community or actor often by making the topic the master topic to
which other topics are linked. Effects-based metrics will be increased linkages (density) and
centrality or betweenness changing positively over time above the baseline corpus.

Distract maneuvers require discussion or actions that redirect the targeted community or ac-
tor to a different topic often by bring up unrelated topics, and making the original topic just
one of many. For this, I will look for decreased linkage/density and decreased centrality and
betweenness over time - in greater magnitudes than experienced by the baseline corpus.

A summary of the maneuvers - their definitions and effects-based metrics can be found in
Fig. 7.14.
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Figure 7.12: Visualization of enhance/distract.

Figure 7.13: Actual results of enhance/distract.

Studies

7.2 Methods

7.3 Results

7.4 Implications

7.5 Conclusions
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Figure 7.14: BEND definitions to effects mapping.

Figure 7.15: Balikatan Groups.
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Figure 7.16: Balikatan BEND Counts.

Figure 7.17: Balikatan effect vs maneuver.
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Figure 7.18: ROF Groups.

Figure 7.19: ROF BEND Counts.
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Figure 7.20: ROF effect vs maneuver.
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Chapter 8

Conclusion

This dissertation presents a set of novel theoretical and methodological contributions that ad-
vance the field of social cybersecurity, particularly in the detection and simulation of influence
maneuvers on social media. By integrating military doctrine with computational frameworks
and enabling AI-driven scenario generation, this work offers foundational elements for both aca-
demic inquiry and applied defense training.

8.1 Theoretical Contributions

A core theoretical contribution of this thesis is the reconceptualization of BEND maneuver detec-
tion. While BEND maneuvers have always been effects-based — defined by their impact rather
than the intent of their executors — prior detection efforts relied heavily on inferring intent
through cues, language, and network signals. This thesis challenges that approach and intro-
duces a framework for effects-based detection of BEND maneuvers. By focusing on observable
outcomes rather than inferred motivations, this shift aligns BEND detection with the empirical
rigor of other academic and intelligence assessments.

A second theoretical contribution is the refinement of military doctrinal tools to better ac-
commodate social media analysis. Current U.S. military Information Operations doctrine does
not apply the same level of analytical precision to social media as it does to other operational
environments. This thesis introduces a Social Media MCOO/CSO (Cyber-Social Overlay), pro-
viding a structured framework to assess social-cyber terrain and integrate it more effectively into
operational planning. This refinement helps bridge the gap between doctrine and the realities of
modern information warfare.

8.2 Methodological Contributions

This dissertation also presents several original methodological contributions, advancing both
detection capabilities and synthetic scenario generation tools for influence operations.
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8.2.1 Effects-Based Detection of BEND Maneuvers
A major methodological advancement of this thesis is the development of an effects-based ap-
proach to detecting BEND maneuvers. Unlike previous detection methods that sought to infer
intent from content and contextual signals (e.g., CUE+), this approach directly measures the
observable effects of a maneuver within a social network or narrative ecosystem. This method-
ological shift enables:

• More objective and replicable assessments of maneuver effectiveness
• Better integration with automated systems, reducing reliance on subjective human judg-

ment
• Improved post hoc analysis, allowing planners to evaluate whether an observed maneuver

actually achieved its intended influence
This framework, in conjunction with CUE+ methods, enables comprehensive detection and

empirical assessment of influence maneuvers.

8.2.2 SynTel and SynX: Agent-Based Social Media Generators
This thesis also introduces SynTel and SynX, two agent-based social media generators developed
for Telegram and Twitter/X respectively. These tools provide:

• Traditional simulation logic, which models agent behaviors and interactions
• LLM-powered message construction, generating realistic, contextually appropriate content
• Enhanced scenario realism, ensuring that generated training exercises reflect real-world

influence dynamics
• Scalable dataset creation, reducing the manual effort required for scenario design
By integrating these capabilities, SynTel and SynX enable the creation of synthetic social

media datasets that reflect real-world influence dynamics. These tools provide researchers and
practitioners with a controlled yet flexible means of simulating social media influence campaigns
in a training or analytical environment.

8.2.3 AESOP: AI-Enabled Scenario Orchestration and Planning
A final methodological innovation is AESOP (AI-Enabled Scenario Orchestration and Planning).
AESOP is a planning tool that allows Information Environment planners to:

• Develop social-cyber exercise scenarios from scratch
• Integrate social-cyber vignettes into existing scenarios
• Rapidly generate narrative-driven influence operations training material

8.3 Application Contributions
Beyond its theoretical and methodological impact, this research also contributes practical appli-
cations:
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• AI-enabled social media scenario development, allowing exercise designers to generate
realistic social media narratives from existing datasets or training material

• A draft data standard for social media-based scenario exchange, providing structured in-
teroperability for synthetic data sharing

• Synthetic social media generation for X/Twitter and Telegram, enabling automated cre-
ation of training datasets for influence operations exercises

8.4 Limitations
US Military Doctrinal Synthesis US Information Operations doctrine is evolving and chang-
ing rapidly. Many of the referenced Joint and Service Publications are already out of date and
the replacement publications are all held at a classified level or have distribution restrictions that
prohibit their academic study. Additionally, Information Operations remains a complex issue
with authority and titling problems that cannot be resolved in theory and require policy reforms.

Effects-Based BEND Detection There is currently no way to directly associate observed BEND
effects with any single message BEND maneuver - we are not yet in the precision munitions
phase of information environment maneuvers. Also, better methods for measuring BEND ma-
neuvers above baseline are required as residual statistics will be more important than net maneu-
ver counts. Standard ORA-PRO reports do not reflect this need.

BEND Scenario Development Without an overarching simulation, training scenario data will
be static and unresponsive to training audience feedback. However, AESOP could be used to
alter the scenario based upon training audience decisions and new templates could then drive
additional synthetic data to get after a highly incremented simulation. Daily static training data
is reasonable and appropriate since collection and attribution methods through the social media
APIs do not allow for pulling all possible data instantly and continuously.
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